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The term “artificial 
intelligence” (AI) was first 
introduced by John McCarthy 
at the seminal 1956 
Dartmouth Conference, where 
the vision of making 
“machines use language, form 
abstractions and concepts, 
solve kinds of problems now 
reserved for humans, and 
improve themselves”.
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Making Sense of Modern 
Medicine: AI as a Critical Tool
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FIGURE 1 | Growth in facts affecting provider decisions versus human cognitive capacity.
SOURCE: Adapted from National Academy of Medicine. 2022. Artificial Intelligence in Health Care: The Hope, the 
Hype, the Promise, the Peril. Washington, DC: The National Academies Press. https://doi.org/10.17226/27111.



AI as a Tool for Providers and 
Researchers, Not a Replacement

FIGURE 2 |  AI adoption to enable doctor–AI 
collaboration and considerations. SOURCE: Sezgin E. 
Artificial intelligence in healthcare: Complementing, not replacing, 
doctors and healthcare providers. DIGITAL HEALTH. 2023;9. 
doi:10.1177/20552076231186520

FIGURE 3 | A summary of the domains of artificial 
intelligence. SOURCE: National Academy of Medicine. 
2025. An Artificial Intelligence Code of Conduct for Health and 
Medicine: Essential Guidance for Aligned Action. Washington, 
DC: The National Academies Press. 
https://doi.org/10.17226/29087.
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FIGURE 2 | High-level categories of AI. Adapted from: National Academy of Medicine. 2025. An Artificial Intelligence Code of 
Conduct for Health and Medicine: Essential Guidance for Aligned Action. Washington, DC: The National Academies Press. 
https://doi.org/10.17226/29087.
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FIGURE 2 | High-level categories of AI. Adapted from: National Academy of Medicine. 2025. An Artificial Intelligence Code of 
Conduct for Health and Medicine: Essential Guidance for Aligned Action. Washington, DC: The National Academies Press. 
https://doi.org/10.17226/29087.

Knowledge and 
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Expert Systems: uses 
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Rules-Based Logic: can be 
based on statistically 
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Reinforcement Learning: 
seeks to identify an 

optimal path in a series of 
steps, often with human 

interaction

Unsupervised Learning: 
seeks to identify hidden 

patterns

Supervised Learning: pairs 
labeled data sets with 

known results

Deep Neural Networks: 
processes extremely 

large data sets and 
maintains context 

across multiple input 
sequences to predict/ 

produce output to novel 
problems, without 

re-training

Self-Supervised Learning: 
creates its own labels and 

predicts missing 
information
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AI and ML applications are 
transforming healthcare 
delivery, diagnostics, and 
research—but without proper oversight, risks 

reinforcing bias and inequity, and 
potentially, workforce 
displacement, among other challenges.
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Do no harm and promote wellbeing. 
Use accurate and representative training datasets.

Bioethics 

for AI 



Respect patient choice. 
Be transparent about AI use.

Bioethics 

for AI 



Fair distribution of benefits and risks. 
Ensure equitable access and fair burden.

Bioethics 

for AI 



Avoid harm. 
Acknowledge limitations and correct errors.

Bioethics 

for AI 



FIGURE S-1 | Advancing to the 
Quintuple Aim.
National Academy of Medicine. 
2022. Artificial Intelligence in 
Health Care: The Hope, the Hype, 
the Promise, the Peril. 
Washington, DC: The National 
Academies Press. 
https://doi.org/10.17226/27111.



Key Findings from 
Literature Review: 
Ethical and Social 
Challenges

Few studies explicitly 

address racial bias or 

equity concerns, and 

less examine 

environmental impacts 

of AI use in healthcare.

4. Critical Gaps

2. Sources of AI 
Bias

Flawed proxies and lack 

of representation can 

worsen inequities as AI 

use expands.

1. Systematic 
Disadvantage

3. Mitigation 
Strategies

 Data imbalance, 

algorithmic assumptions, 

and real-world deployment 

with poor safeguards.

Prioritize  diverse data, 

transparent models, clinician 

or expert insights, patient 

input, and bioethical 

oversight.



Case 
Example:
Racial Bias 
in 
Algorithms

Obermeyer, Ziad, et al. "Dissecting racial bias in an algorithm used to 
manage the health of populations." Science 366.6464 (2019): 447-453.



Environmental 
Implications

Raw 
Materials

Energy 
Demands

Substantial 
Water 
Usage



Figure 4: Diagram shows top 10 actions to improve the sustainability 
of artificial intelligence (AI) in radiology, with a focus on decreasing 
greenhouse gas (GHG) emissions and using AI tools to optimize 
image acquisition and processing.



Closing Thoughts

1. Bias and Representation

2.  Historical Mistrust

3.  Environmental Challenges

4.  Relationship Dynamics

Train models on diverse, balanced 
datasets and audit for bias.

Engage communities and ensure 
transparent data practices.

Use sustainable systems and 
enforce clear regulations.

Design AI with clinical input and 
user- centered workflows.





Thank You!

Tiffany North Reid, MPH
Public Health Consultant
The Cobb Institute

AIM AHEAD Training Program- Cohort 2
PhD Student, Meharry Medical College

Carrington Boyer, BA
Intern & Aspiring Physician 
The Cobb Institute

Bachelor of Arts Honors Interdisciplinary 
Studies conc. Bioethics, Howard University

Contact treid@thecobbinstitute.org for feedback or questions.
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